
ArcSDE Geodatabase Tuning
and Performance

ArcSDE Geodatabase Tuning
and Performance



Agenda Agenda 

u Geodatabase and ArcSDE overview

u Performance and scalability

u Design

u Configuration

u Tuning and optimization

u Version maintenance

u Geodatabase and ArcSDE overview

u Performance and scalability

u Design

u Configuration

u Tuning and optimization

u Version maintenance



Introducing the geodatabaseIntroducing the geodatabase

u A container for spatial and attribute data

uGIS data stored in a relational database (RDBMS)

uScalable solutions (personal GDB or enterprise GDB)

uSupports data integrity with rules
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Elements within the geodatabaseElements within the geodatabase

Geodatabase

Survey datasets

Survey folder Survey

Raster datasets
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Storing the geodatabaseStoring the geodatabase

u Personal geodatabase

u Built on Microsoft Jet Engine

u Microsoft Access file

u Enterprise geodatabase

u Stored within an RDBMS

u Requires ArcSDE

u The difference

u Personal GDB size limit: 2GB

u Enterprise GDB allows multiuser editing
and versioning

u Use same ArcGIS tools with either storage type
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Enterprise geodatabaseEnterprise geodatabase

u Centralized spatial database

u Large, non-tiled layers

u Rapid spatial searching

u Integrates spatial and tabular data

u Concurrent access for large number of users

u Versioning / Multi-user editing capabilities

u Robust RDBMS environment

u Security

u Backup and recovery

u Scalability

u Fully integrated with ArcGIS tools
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RDBMS

u A application server that allows you to store and 
manage spatial data with other business data in a 
DBMS

u Provides the communication between your GIS client 
and your RDBMS
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What is ArcSDE?What is ArcSDE?
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PerformancePerformance

u Response time for end user

u Total response time:
uBased on load, number of users, number of operations
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ScalabilityScalability

u The capacity to handle increasing load or demand

u Ability to:
uMaintain response times

w Within desirable, defined parameters

uChange size / configuration for conditions

uContinue to function well

w When system is changed by size or volume
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Performance and Scalability Performance and Scalability 

Maximize performance and scalability through:

uReducing database work

w Reusing shared cursors (shared/held cursors)

w Fewer redo entries

w Fewer commits

uBetter client side caching (fewer round-trips)

uBetter Geodatabase/ArcSDE integration

w Better workflow design

w Better Geodatabase design

uOptimized ArcObjects code

uOptimized map use
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BottlenecksBottlenecks
u Server Hardware

u Ensure storage, CPUs, memory requirements are met
w ESRI Systems Integration Group

u Server O/S must be adequately configured

u Network 

u Easily becomes the bottleneck

u Ensure network requirements are met

u RDBMS

u Must be adequately tuned specifically for GDB
w See – Configuration and Tuning Guides

u ArcSDE

u Minor tuning required

u Geodatabase

u Is data model used scalable?
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Bottlenecks cont.Bottlenecks cont.

uArcGIS client

uSomewhat configurable

w Example – selection threshold

uArcObjects Customization

uDesign and delivery of functionality must be carefully considered

uArcObjects delivers extremely rich set of functionality

uToo much functionality delivered to client:

w Could overwhelm client machine

wWhen numerous clients interact with server, server could be overwhelmed

uCustomization scalability must be in the software design document
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Geodatabase integrityGeodatabase integrity

u Business rules modeled as geodatabase behavior

u Rules stored in the database, enforced by ArcGIS
uDomains enforce database integrity

uRelationships enforce referential integrity

uSubtypes enforce user-defined integrity
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Feature datasetsFeature datasets

u Feature dataset

uGroups feature classes together

uRequired for topology and geometric networks

u Performance considerations:

uAll feature classes in a feature dataset are instantiated

w Results in more activity on server then actually may be necessary

uMap cache built for all feature classes in a feature dataset

u Design considerations:

uPrivileges granted to entire contents of feature dataset

w Cannot grant to individual feature classes within feature dataset
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Subtypes and domainsSubtypes and domains

u Subtypes:

uYield better performance than subdividing data

w More feature classes results in more queries –
one query for each feature class displayed

w DBMS more capable of handling very large
tables vs. high volume of concurrent SQL

uCaveat – automatically symbolized by subtype

u Domains:

uRange – negligible performance impact

uCoded value – minor performance impact during edit session

uDomain cached on client
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Relationship classesRelationship classes

u An association between objects

uFeature to row, feature to feature

u Performance considerations:

uComposite relationships have higher cost

uRelationship classes result in additional roundtrips to the server

uRelationship class always turned on

w More efficient to use temporary join or relate

uUse for maintaining integrity in an edit session
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Annotation and labelingAnnotation and labeling

u Annotation:

uAnnotation stored in the map document 
or the geodatabase

uCan be feature-linked annotation

u Labeling:

uNot stored in the geodatabase

u Performance considerations:

uLabels and annotation query the server

uLabels can degrade performance—need to find best placement

uConsolidate annotation to improve performance by reducing 
number of queries
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Spatial relationshipsSpatial relationships

u Geometric networks:

uPerformance will degrade with many feature classes

w Degradation dependent on hardware and network resources

uGeodatabase has to rebuild connectivity when editing

uAll feature classes in the network will be returned

u Network datasets and Topology:

uBehavior on request

w Built (Network Dataset) or Validate (Topology) as needed

uVery little associated overhead

w Like simple feature classes

uValidating occurs in client cache and errors written to server
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Pyramid overheadPyramid overhead

u Pixel size doubles at each pyramid level

uResults in ¼ as many pixels

uTiled and stored in BLK table

u Theoretical overhead is 33%

u ArcSDE computes optimal number of pyramids

uBased on width and height of raster in pixels
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u Application Server Connection

uLight-weight clients

uServer memory and/or CPU contentions are not an issue
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uReduce memory and CPU contentions on server
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Example – ArcSDE network trafficExample – ArcSDE network traffic

u Compare amount of data transferred over network for:

u Application Server

u Direct Connect

u UNC file sharing

u Example – ArcSDE 9 and ArcIMS 9 HTML browser
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ArcSDE logfile tablesArcSDE logfile tables

u Scratch tables
uMaintain sets of selected records 

u Used by ArcSDE client applications: 
uArcGIS: Created when user’s 

first selection is >= 100 features

uArcIMS: Always

uVersioning

wReconcile and post

wDisconnected editing checkout

u Alter SERVER_CONFIG table

u Architecture choice based on use
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Shared logfile tablesShared logfile tables

u Used for:
uMany sessions with individual DBMS user names

uSmall selections

uHighly scalable systems

w SQL reused

u Issues:
uMany sessions connecting with same DBMS user login

w Contention as multiple users  using same set of tables

uVery large selections

w Deleted from tablesàtime consumed for delete and logging delete

u Note: Similar to 8.x logfile architecture
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MAXSTANDALONELOGS   0
ALLOWSESSIONLOGFILE FALSE
LOGFILEPOOLSIZE     0

SERVER_CONFIG table

DefaultDefault
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Session logfile tablesSession logfile tables

u Used for:
uMany sessions with same DBMS user names

uLarge selections

w If table contains one selection setà
truncate occurs after un-select

w Truncate very fast

u Issues:
uConcurrent selections

w Truncate only occurs if there is one selection set

wMore then one selection then delete occurs

uMany DDL statements

wCreation and deletion of tables for each session

wRecycle pool (Oracle 10g)
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Pool of session tablesPool of session tables

u Used for:

uMany sessions with same DBMS user names

uLarge selections

w If table contains one selection setà
truncate occurs after un-select

w Truncate very fast

uUsers with only CREATE SESSION privilege

u Issues:
uHigher maintenance

wAdministrator must determine number of logpool tables
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Standalone logfile tablesStandalone logfile tables

u Used for:

uMany sessions with same DBMS user names

uSupports large selections on each layer

w Table for each layer

wSelection truncated

u Issues:
uMany DDL statements

wNew table created for each session and each layer

w Tables dropped when disconnect occurs

wRecycle pool (Oracle 10g)
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Logfile choiceLogfile choice

u Must determine the appropriate architecture based on:

uDBMS

uDBMS users

wMultiple DBMS users

wSingle DBMS users with multiple sessions

uTypes of selections created

w Large

wSmall

uScalability requirements

wReuse SQL

wRecycle pool (Oracle 10g)
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Index fragmentation Index fragmentation 

It is all about indexes!

u Things to look for:
uSlower performance between compresses

uMassive edits 

uCheck clustering_factor 

u Take “good” traces / snapshots to compare
u tkprof, Profile, Event Monitor, Onstat

u Trace “bad” and review execution plans for change

u ArcSDE does not coalesce or rebuild after compress
uRebuild, coalesce or defragment indexes

uMaintain index statistics
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Index managementIndex management

u Updating, inserting and deleting causes fragmentation

u Indexes can become unbalanced

uFragmentation leads to increased I/O

uFragmentation leads to performance issues

u Rebuild indexes

uReduces logical I/O

uRebuild – reorganizes index

Sdetable –o rebuild_index

u Maintain index statistics
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Desktop optimizationsDesktop optimizations

“The best way to improve performance
of something is... to not do it!”

Cary Millsap (Hotsos)
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Performance enhancement resultsPerformance enhancement results
  

u SQL Count greatly reduced in 9x

u Parse once, execute many times

u Increases scalability of geodatabase

u Increases performance of geodatabase

u SQL Count greatly reduced in 9x

u Parse once, execute many times

u Increases scalability of geodatabase

u Increases performance of geodatabase

Extents 
Queried Scale ArcGIS 8.3

Ave. display time (sec.)
ArcGIS 9

Ave. display time (sec.)

100 395 3.57 2.75

100 791 4.42 3.90

100 1582 5.57 4.99

100 2373 7.64 5.99
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Group features for rapid display – sdegroupGroup features for rapid display – sdegroup

u Fewer large features draw 
faster than many small ones

uLess attributes and geometry 
metadata

uBetter coordinate compression

u Group spatially or by attribute

u Fewer large features draw 
faster than many small ones

uLess attributes and geometry 
metadata

uBetter coordinate compression

u Group spatially or by attribute

77,773 single-part features 12 multi-part features
grouped spatially

100 multi-part features
grouped by attribute



Scale dependent layersScale dependent layers

u Reduces ArcSDE I/O

uControl visibility based on 
map extent

u Example – lightning layers
uDisplay WILSON.LIGHTGROUP when

zoomed out

w Few features to fetch

w General background data

uReveal WILSON.LIGHTNING when zoomed in

w Spatial filter allows fast fetch

w Enables interaction with individual points
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SymbologySymbology

u Use simple symbols

uReduces CPU usage on the client machine

u Avoid:

uHatched symbols for polygons

uComplex line symbols

uComplex point symbols

u Use separate documents for:

uEditing and analysis

uPrinting and map publishing
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Simple vs. complex symbologySimple vs. complex symbology

u Simple map document:

u Complex map document:

u Simple map document:

u Complex map document:

Total time/per display (s)Display count

1510 displays

3110 displays

Total time/per display (s)Display count



ArcMap map cacheArcMap map cache

u Caches features on the client

uUsed in ArcMap (editing and viewing)

uReduces number of spatial queries against server

w Impacts scalability

w Improves performance

w Reduces server interaction

u Performance improvement, especially for:
uComplex map documents

uMultiple label classes 

u User manages the map cache
uRebuild for Area Of Interest or use the Auto-Cache option

u Caches features on the client

uUsed in ArcMap (editing and viewing)

uReduces number of spatial queries against server

w Impacts scalability

w Improves performance

w Reduces server interaction

u Performance improvement, especially for:
uComplex map documents

uMultiple label classes 

u User manages the map cache
uRebuild for Area Of Interest or use the Auto-Cache option



ArcMap document optimizationArcMap document optimization

u Visible layers in TOC
returned from server
uMake newly added

layers not visible by default

uUncheck layers when not needed

u Only include necessary
feature classes
u Include all related classes

u All layers selectable
by default 
uSet Selectable Layers –

avoids  more queries
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Annotation vs. labelsAnnotation vs. labels

u Labels placed on the fly

uExtra placement processing

uFetch attributes from server

uNo additional storage

u Annotation stored as features

uCan consolidate into annotation classes

u Performance

uMany label classes impact draw time and 
scalability

uFeature linked annotation introduces 
additional performance impact
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u Performance
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C1R1

C1
R1

Feature-linked annotation



Joins processed by serverJoins processed by server

u Types

uArcMap join with:

w Keep only matching records option, and…

uArcSDE view

uDBMS view

u Benefits

uBest performance

w Use DBMS join algorithms

w Data manipulated in server memory
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User defined indexesUser defined indexes

u Indexes should be created on:

u Columns used in join operations

u Columns queried frequently

u Columns with high % of uniqueness

uComposite indexes:

u Multiple columns

u WHERE clause references all or the 
leading portion of the columns

w Most commonly accessed or 
most selective first

uCreate indexes using:

u ArcCatalog

u ArcSDE commands

u RDBMS
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Versioning performanceVersioning performance

u Will my multiuser geodatabase scale indefinitely?

u Performance can degrade over time
uWorkflow can often generate unnecessary versions

wVersions may just “hang-out” on the state tree

wPrevents state tree from being fully compressed

uResponse time increases with volume of states

w In production, number of rows can increase significantly

w Table growth is a function of edits

uPerformance lags introduced with stale statistics

wDatabase might choose a sub-optimal execution plan
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u Versioning supports a variety of workflows

uWorkflow will vary by organization

u Maintain separate stages of a project

u Comply with business procedures

u Quality Assurance (QA) 

uEnsure timely and accurate database changes

uSecurity – version permissions

w Preserve geodatabase integrity

w Vulnerability of versions to inadvertent modifications

u Maintain geodatabase performance
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uEnsure timely and accurate database changes

uSecurity – version permissions
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u Maintain geodatabase performance

Essential to devise workflowEssential to devise workflow

Versioning
workflow
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Performance as a function of statesPerformance as a function of states

u state_lineages table is very active

uDepends on workflow and number of editors

w Response time increases with volume of states per version

uCan easily grow beyond a million records

w More edits per lineage à higher logical I/O

s Expensive to traverse lineage

w Edits increase index size

uRebuild indexes

uUpdate statistics using DBMS

w Generate false statistics (Oracle)

u state_lineages table is very active

uDepends on workflow and number of editors

w Response time increases with volume of states per version

uCan easily grow beyond a million records

w More edits per lineage à higher logical I/O

s Expensive to traverse lineage

w Edits increase index size

uRebuild indexes

uUpdate statistics using DBMS

w Generate false statistics (Oracle)

state_lineages

lineage_name lineage_id
0 0
1 0

1 1
2 2
1 3

… …
… …

2 0

2 4

0
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Performance of delta tablesPerformance of delta tables

u Size of delta tables can be a significant factor

uDelta tables analyzed upon creation

wUpdate statistics relative to frequency of edits

uPay attention to the D-table

wAn anti-join is used to return rows to client

s Reverse logic from a join; return only rows that do not match

wPrimary key index on the D table should be rebuilt
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StatisticsStatistics

u ArcSDE does not maintain statistics; DBA responsible

uDescribe data for database optimizer

uCritical for maintaining performance

u Updating statistics

uDepends on editing activity

uBefore and after database compress

u Use 

uAnalyze Components dialog

uDBMS statements

uArcSDE command line
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Version managementVersion management

u Version creation dependent on workflow

uFewer versions (workflow)

uDelete versions when not needed

u Compress to reduce depth of state tree

uOutstanding versions may prevent states from being compressed

uMaximize results of compress

wReconcile with DEFAULT

s Brings versions under
DEFAULT – helps compress

wPay attention to order in which
versions are reconciled

s Option – Reconcile order
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uOutstanding versions may prevent states from being compressed

uMaximize results of compress

wReconcile with DEFAULT

s Brings versions under
DEFAULT – helps compress

wPay attention to order in which
versions are reconciled

s Option – Reconcile order

D1
D2

D3

E1DEFAULT
E1 is reconciled and posted

E2
E2 is reconciled and posted

DEFAULT

Edit Sessions (E)

As DEFAULT
progresses, designs
(D) are created at different states

D4
D5

D6
D7

D8
D9



State tree exampleState tree example

u Thousands of versions

uVersioning model will scale

u Example – editors have own versions
uMajority reconciled / posted to DEFAULT daily

w DEFAULT located lower in lineage

w Outstanding versions exist

u Example – design versions
uReconciled to DEFAULT after

project complete

w Active for project duration

w DEFAULT located up in lineage
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Compressing the databaseCompressing the database

u Maintains performance

u Moves common rows from delta tables into base tables

u Reduces depth of state tree

w Removes redundant rows, unreferenced (save points) and orphaned states 
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Retaining rows in the delta tablesRetaining rows in the delta tables

u Performance still good with
rows in delta tables

uEdits unique to version remain

wE.g., Parcels version
not reconciled and posted

u Required for workflow:

uHistory

uWork order scenarios

uLong transactions

u Compressing all rows
only when unregistering

u Performance still good with
rows in delta tables

uEdits unique to version remain
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not reconciled and posted
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u Compressing all rows
only when unregistering
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How often should you compress?How often should you compress?

u Depends on the amount of editing activity

u Not unreasonable to compress every night
uRoutine maintenance for highly edited databases

u Compress at least once a week

uMedium to low volume of edits

u compress_log provides information on compress

ustart_time and end_time

uNumber of states compressed
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Version performance – example workflow Version performance – example workflow 

Suggested weekly or daily workflow:

1. Create versions

2. Complete edits (as per business process)

3. Build statistics on delta tables, versioning tables

4. Compress (optional – removes redundant states)

5. Reconcile and post versions (option – batch samples) 

6. Delete versions (optional – if permitted by workflow)

7. Compress the geodatabase

8. Build statistics, re-build indexes

9. Re-create versions
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Versioning
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SummarySummary

u Your actions affect your performance

u A good DBA is essential

u Remember to:

uDesign efficient geodatabase architecture

uFollow DBMS tuning and configuration recommendations

uOptimize map documents

uMaintain indexes and statistics

uDesign efficient versioning workflow

uCompress!
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Additional ResourcesAdditional Resources

u Documentation
uVersioning technical paper

uVersioning Workflows technical paper

uModeling and Using History in ArcGIS technical paper

u Instructor-led training
u Introduction to the Multi-User Geodatabase (2-day fall 2005)

uManaging a Versioned Database (3-day)

uArcSDE Administration for Oracle (5-day)

uArcSDE Administration for SQL Server (5-day)

wPhoenix – 12/05/05 -> 12/09/05

u Web sites
uESRI Technical Support – http://support.esri.com
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Thank you!

Questions?
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Tune the spatial indexTune the spatial index

u Partitions space into
discrete grid tiles

uUser controls size

uUniform and square

uReferenced by GX and GY

u Geometry’s envelope dictates its tiles

uEach geometry referenced by one or more tiles

u KB 23407 for a really good discussion

u Command line: sdelayer -o si_stats to check on your 
spatial indexes
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Spatial index sizing goalSpatial index sizing goal
u Balance table size and index selectivity to reduce I/O

u Inversely related (control ratio with grid tile size)

u Minimize envelope-on-envelope comparisons
uAll sizes yield same result after DBMS-level query

u Sizing considerations:
uFeature envelope size

uUniformity of features

u Balance table size and index selectivity to reduce I/O
u Inversely related (control ratio with grid tile size)

u Minimize envelope-on-envelope comparisons
uAll sizes yield same result after DBMS-level query

u Sizing considerations:
uFeature envelope size

uUniformity of features

Too many tiles
per feature
û Balancedü Too many features

per tile
û



Layer 43 Spatial Index Statistics:
Level 1,   Grid Size 5000
|-------------------------------------------------------------------|
| Grid Records: 39710                                           |
| Feature Records: 32426                                        |
| Grids/Feature Ratio:  1.22                                    |
| Avg. Features per Grid: 56.41                                 |
| Max. Features per Grid: 1828                                  |
| % of Features Wholly Inside 1 Grid: 84.54                     |
|-------------------------------------------------------------------|
|               Spatial Index Record Count By Group             |
| Grids:      <=4    >4    >10    >25    >50    >100   >250   >500  |
|---------- ------ ------ ------ ------ ------ ------ ------ ------ |
| Features:  32397     29      4      1      1      1      1    1 |
| % Total:     100%     0%     0%     0%     0%     0%     0%   0%|
|-------------------------------------------------------------------|
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Interpreting spatial index statsInterpreting spatial index stats

u Smaller is better
u Keep below 4

(optimally, below 2)

u Smaller is better
u Get as low as possible keeping

grids/feature < 2 (< 4, max.)

Densest
tile

u sdelayer –o si_stats


